Design, Simulation, Synthesis and Implementation dlVallace Tree
Multiplier
By
Taye Girma
Lecturer, SMUC
Abstract

This paper deals with design, synthesis, simulatiod implementation of 8x8 Wallace Tree
Multiplier. Multipliers form the heart of any DSRperation and determine the performance of
general-purpose microprocessors. Wallace tree iseffitient hardware implementation of a
circuit that multiplies two integers. It consisté three stages. In the first stage, the partial
product matrix is formed or generated. This isrtean multiplying (ANDing) each bit of one of
the arguments called multiplier, by each bit of tbther arguments called multiplicand.
Depending on position of the multiplied bits, th&#ew carry different weights. Reduce the
number of partial products to two by layers of fatid half adders. Group the wires in two
numbers, and add them with a conventional adderthinh second stage, this partial product
matrix is reduced to a height of two through takamy three wires with the same weights and
input them into a full adder. In the final stagkese two rows are combined using a carry look
ahead adder. Here, if there are two wires of themsaveight left, input them into a half adder or
if there is just one wire left, connect it to thexhlayer. The work results in reduction of number
of gates that would be used in the design whi¢hrimresults in reduction of cost and delay.

Keywords:Wallace tree multiplier, carry lookahead addersdanultiplier delay

1. Introduction

Digital circuit design has evolved rapidly over tlest 25 years. The earliest digital
circuits were designed with vacuum tubes and tsémis. Integrated circuits were then
invented where logic gates were placed on a siclgile The first Integrated circuit (IC)
chips were SSI (small scale Integration) chips whbe gate count was very small. As
technologies became sophisticated, designers vdgdaplace circuits with hundreds of
gates on a chip. These chips were called MSI (MadBeale Integration) chips. With the
advent of LSI (Large Scale Integration), designayald put thousands of gates on a
single chip. At that point, design processes ddaigetting very complicated, and
designers felt the need to automate these procdsleesronic Design Automation (EDA)
techniques began to evolve. Chip designers begarseocircuit and logic simulation
techniques to verify the functionality of buildingocks of the order of about 100

transistors. The circuits were still tested on bheadboard, and the layout was done on
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paper or by hand on a graphic computer terminath\tfie advent of VLSI (Very Large
Scale Integration) technology, designers could giessingle chips with more than
100,000 transistors. Because of the complexityhebe circuits, it was not possible to
verify these circuits on a breadboard. Computeeditechniques become critical for
verification and design of VLSI digital circuits.o@puter programs to do automatic
placement and routing of circuit layouts also beegmpular. The designers were now
building gate-level digital circuits manually onaghics terminals. They would build
small building blocks and derive higher level bledkom them. This process would
continue until they had built the top-level blotkgic simulators came into existence to

verify the functionality of these circuits befoteety were fabricated on chip.

As design requirement become larger and more comfpagic simulation assumed an
important role in the design process. Designerddcoon out functional bugs in the

architecture before the chip was designed further.

2. Review of Related Literature

There are a number of fast multipliers which haveeaaly been developed and
implemented. Some of the fast multipliers are amayitiplier, Dadda multiplier and

Wallace tree multiplier.

Array multiplier: Checking the bits of the multiplier one at a tiared forming partial

products is a sequential operation that requirese@uence of add and shift micro
operations. The multiplication of two binary numbezan be done with one micro-
operation by means of a combinational circuit foatns the product bits all at once. This
is a fast way of multiplying two numbers since iallakes is the time for the signals to
propagate through the gates that forms the mu&pbn array. However, an array

multiplier requires a large number of gates, andtlics reasons it was not commercial.

[7]
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To see how an array multiplier can be implementgt acombinational circuit, consider
the multiplication of two 2-bit numbers as showrfigure 2.1. The multiplicand bits are
b, and Iy, the multiplier bits aregaand a, and the product isz&.ciCo. The first partial
product is formed by multiplying a0 bylls. The multiplication of two bits such agand

b producesl if both bits arel; otherwise, it produces @ This is identical to an AND
operation and can be implemented with an AND gaseshown in the diagram, the first
partial product is formed by means of two AND gatéee second partial product is
formed by multiplying al by 1y and is shifted one position to the left. The tvastial
products are added with two half-adder (HA) cirsult/sually, there are more bits in the
partial products and it will be necessary to udkeddders to produce the sum. Note that
the least significant bit of the product does natvénto go through an adder since it is
formed by the output of the first AND gate.

A combinational circuit binary multiplier with morgits can be constructed in a similar
fashion. A bit of the multiplier is ANDed with eaddit of the multiplicand in as many
levels as there are bits in the multiplier. Theabynoutput in each level of AND gates are
added in parallel with the partial product of thevous level to form a new partial
product. The last level produces the product. Foultiplier bits and k multiplicand bits,
we need j x k AND gates and (j — 1) k-bit adderprimduce a product of j + k bits. [7]
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Figure 2.1: 2-bit by 2-bit array multiplier [7]

As a second example, consider a multiplier cir¢bat multiplies a four bit binary

number by four bit binary number.
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Having the above partial products now the designdfdit * 4 bit array multiplier will

look like the following:
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Figure 2.2: 4-bits by 4-bits array multiplier

But Wallace tree and Dadda multipliers are the wedl-known fast multipliers [6]. Both
consist of three stages. In the first stage, th#igbgproduct matrix is formed. In the
second stage, this partial product matrix is reduoea height of two. In the final stage,
these two rows are combined. In the Wallace mettimpartial products are reduced as
soon as possible. In contrast, Dadda's method tthe@esiinimum reduction necessary at
each level [6]. The Wallace multiplier uses sligtgmaller adders than Dadda multiplier
[6]. Therefore, even if the Dadda multiplier is@afast multiplier Wallace tree multiplier
is selected because it reduces the number of aperactual partial products, at the
earlier stages. However, there a number of algostthave been implemented for
Wallace tree multiplier. For example, figure 2.2he algorithm implemented at one of
the university in the USA. However, there are ftawels in this algorithm which results
in significant delay in the addition of the part@oducts. But, someone improved the

algorithm so that the level will be reduced by osex figure 2.4. [6] [18]

Assuming that there are six partial products yQ,w2 y3, y4, and y5 and let us see how
these two different algorithms perform the addisiasf the six partial products. If you
look at figure 2.3 there are four levels and treeethree levels for figure 2.4. In general,
the idea behind this work is to reduce the numbidewels/stages so as to reduce the
propagation delay.
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Figure 2.3: Diagram to add six Partial

Yo Y1 Y2 Y3 Vs VYs

bid L

Figure 2.4: Modified diagram of Figure 2.3
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Still there is a problem with this algorithm becaus takes larger number of adders
which results in delay. Let us see how the propasgdrithm is different from the

algorithm implemented in figure 2.3.
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Figure: 2.5: 4-bits*4-bits Wallace tree multiplier expanding algorithm in figure 2.4

According to the figure above, the Wallace treeyorded 18 adders (15 Full-adders and
3 Half-adders). However, for the proposed algorittimare will be 12 adders (8 full

adders and 4 half adders), see figure 5.2.

Proposed Wallace tree Algorithm
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Before designing the proposed algorithm of 8-bisbits Wallace tree multiplier, the
design and verilog code of 4-bits*4-bits is giveeldw. A 4bit * 4bits Wallace tree
multiplier is implemented in verilog to demonstr#éite proposed multiplier. The figure

below shows the design of a 4bit * 4bits Wallaee tmultiplier.
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Figure 2.6: 4bits * 4bits Wallace tree multiplier.

According to the figure above, the Wallace treeyorded 12 adders (8 Full-adders and 4
Half-adders). Now we precede to the design of 8§ I8tbits Wallace tree multiplier. The

high level diagram of the proposed algorithm wolbk like the following:
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Discussion

The result of the study made on the delay of Daaldé Wallace tree multiplier by
“Computer Engineering Research Center”, the Unityersf Texas at Austin is given in
the following table 8.1. All values displayed in museconds (ns)
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Table 1: Delay for multipliers with RCAs

Multiplier size Dadda Delay Wallace Delay
4by4 19(100%) 21(111%)

8 by 8 37(100%) 42(114%)

16 by 16 69(100%) 77(112%)

32 by 32 133(100%) 145(109%)

Table 2: Delay for multipliers with CLAS

Multiplier size Dadda Delay Wallace Delay
4by4 15(100%) 18(120%)
8by 8 29(100%) 31(107%)
16 by 16 43(100%) 45(105%)
32 by 32 54(100%) 56(104%)

Table 3: Delay for Proposed Algorithm of Wallace tee multiplier

Multiplier size Logic gate delay Route delay Netagel

8 by 8 12.330(44.7%) 15.239(55.39%417.569 (100%)

As we can see at table 3, the proposed algorithiwvaiface tree multiplier has less net
delay than those in table 1 and table 2. The tbtatlware used to implement this
algorithm is 105 Adders of which 57 are 1-bit addarry out and 48 are 2-bit adder.
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Schematic diagram

The schematic diagram of the result is given infttiewing diagram.
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Figure xx: Schematic diagram of the proposed aligarifor 8 bit by 8 bit
3. Conclusion

As shown above this project tried to present tlofetihe most available fast multipliers:
Array multiplier, Wallace tree multiplier and Daddaultiplier. Besides, the thesis stated
the work result that compares the net delay of &¢alltree and Dadda multipliers at
Texas University. After designing, simulating arydthesizing the proposed algorithm of

Wallace tree multiplier, it is possible to concluthat the proposed algorithm result has



less net delay than that of work result obtainedlTetas University. In general, as
multiplier size grows the Wallace tree multipliequires slightly less hardware (in terms
of adders or gates) than the Dadda multiplier.

Future work

In this paper designed, simulated, synthesizedraptemented an 8-bit by 8-bit Wallace
tree multiplier with improved algorithm only for éhunsigned integers. However, the
same concept can be used to realize multiplicatibrsigned integers, signed real
numbers and FPGU (Floating Point Arithmetic UnRurther, the proposed algorithm
can be applied for higher sizes of multiplier (3616, 32 by 32 and more).
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